
Machine Learning and String Theory

Andre Lukas
University of Oxford

MLNosh, Oxford, 2 December 2024 

collaborators:

Steve Abel, Lara Anderson, Andreas Braun, Evgeny Buchbinder, Per Berglund, Callum Brodie, Andrei 

Constantin, James Gray, Thomas Harvey, Yang-Hui He, Elli Heyes, Edward Hirst, Vishnu Jejjala, 
Magdalena Larfors, Seung-Joo Lee, Challenger Mishra, Luca Nutricati, Burt Ovrut, Eran Palti, Fabian 

Ruehle, Robin Schneider, Sebastian von Hausegger




String theory and ML started about 7 years ago in Oxford TP . . .

Fabian Ruehle Sven Krippendorf Yang-Hui He

Fabian Ruehle: ``Data Science Applications to String Theory”,

Phys. Rept. 839 (2020) 1-117.

A burst of activity since . . .

Why might ML techniques be useful in string theory?



Some basic features of string theory

•  String theory is a consistent theory which contains gauge theories 
 and (quantum) gravity.

•  But it is defined in 10 space-time dimensions.

•  To make contact with physics we need to compactify (``curl up”) 6 
 dimensions.

10d string theory

4d QFT

compactify on 6d manifold X, . . .



But we need to satisfy the (10d) Einstein equations, so X needs to carry

a metric with vanishing Ricci tensor.

The 10d theory is (basically) unique, but the 4d theory depends on X.

=  bi-cubic

Yau’s theorem: ``Ricci-flat metrics exist (and are unique under certain 
extra conditions) on Calabi-Yau (CY) manifolds.”

There is a huge number (                        ) of possibilities for X, 
all leading to 4d theories. Only a small fraction leads to theories close

to the correct one….
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10100n, 101000n, . . .



How does the 4d theory depend on X?

main focus so far -> example later

to tackle this we need the Ricci-flat

metric g on X <-> shape

topology :                            or                    ? 

-> determines structure of 4d theory: forces, matter content, . . . 
   (Maths: Algebraic Geometry)
   Many compactification of string theory known which lead to the forces

   and particle content of the standard model (SM) of particle physics!

shape :                            or                         ? 

-> determines couplings/particle masses in 4d theory 
   (Maths: Differential Geometry)
   Can string theory also explain the couplings and masses in the SM?

   ``Can string theory explain the electron mass?”



Coming back to: Why might ML methods be useful in string theory?

• String theory contains large (mathematical) data sets, with  
 entries typically of the type “geometrical object -> topological 
property”  ->  supervised learning

• The huge ``landscape” of string theory leads to large search  
 problems, e.g. for realistic models -> heuristic search methods 
 such as reinforcement learning and genetic algorithms

• The calculation of properties for any given compactification can 
 be hugely challenging.


   - difficult algebraic computations   -> supervised learning ??? 
   - difficult differential computations -> solving diff. eqs. with ML

main approach initially



Example 1: Supervised learning of line bundle cohomology

Line bundles         over CY manifolds can be labelled by integer 
vector              and their cohomology dimensions                 
are hard to compute and of interest in string theory.  
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L ! X
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L = OX(k)
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hq(X,OX(k))

training set: 
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{(k, hq(X,OX(k))}

supervised learning works well, but: error unacceptable, hard to 
verify (Fabian Ruehle 1706.07024)

More dedicated network, ``opened up” allows for read-out of 
formula. This supports a conjecture:
(Constantin, Lukas, 1808.09992, Brodie, Constantin, Lukas, 2010.06597)

Conjecture: (Line) bundle cohomology dimensions on n-dim. Kahler 
              manifolds are given by piecewise polynomial expressions 
              with polynomial degrees less equal n.



Example 2: Model search with RL or GAs

experimental

data

space of

possible models,

typically large

top down

model selection

bottom-up

often impossible

environment, value/fitness of model measures how well it fits data

couple to 

search algorithm:

reinforcement learning (RL), genetic algorithm (GA)

Basic idea:



Applied to: heterotic CY models with flux (=bundles)

Consider bi-cubic CY    with flux = vector bundle    defined by X
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V
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0 ! V ! B
f! C ! 0
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V ⇠= Ker(f)
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C =
rCM

↵=1

OX(c↵)
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B =
rBM

a=1

OX(ba)
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``monad”

2d integer vectors

(b1, . . . ,brB , c1, . . . , crC )
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A model is described by a                 integer matrix 2⇥ (rB + rC)
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= environment
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The particle content of a 4d model can be computed from this matrix. 
(But it’s complicated!)

rB � rC = 4
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rB = 5, rC = 1
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size of environment: ⇠ 102(rB+rC) = 1012

<latexit sha1_base64="XtC2pueyJ0oaEVSPc8q0H6NZxTo=">AAACBnicbVDLSsNAFJ3UV62vqEsRBotQEUpSKrpQKHbjsoJ9QBvDZDpth04mYWYilJCVG3/FjQtF3PoN7vwbp2kW2nrgwuGce7n3Hi9kVCrL+jZyS8srq2v59cLG5tb2jrm715JBJDBp4oAFouMhSRjlpKmoYqQTCoJ8j5G2N65P/fYDEZIG/E5NQuL4aMjpgGKktOSahz1JfWhb93GlJNzrU+HWT5KrVLAriWsWrbKVAi4SOyNFkKHhml+9foAjn3CFGZKya1uhcmIkFMWMJIVeJEmI8BgNSVdTjnwinTh9I4HHWunDQSB0cQVT9fdEjHwpJ76nO32kRnLem4r/ed1IDS6cmPIwUoTj2aJBxKAK4DQT2KeCYMUmmiAsqL4V4hESCCudXEGHYM+/vEhalbJdLZ/dVou1yyyOPDgAR6AEbHAOauAGNEATYPAInsEreDOejBfj3fiYteaMbGYf/IHx+QOErpaX</latexit>

(A. Constantin, AL, T. Harvey, 2108.07316)

Goal: Find models which lead to a SM spectrum -> Diophantine eqs. in 
<latexit sha1_base64="TsozepyTwYh5W0250bgksrIFFvg=">AAACAnicdVDLSgNBEJyNrxhfq57Ey2AQPEjYbGISb0EvHiOYByRh6Z3MJkNmH8zMCmEJXvwVLx4U8epXePNvnE0iqGhBQ1HVTXeXG3EmlWV9GJml5ZXVtex6bmNza3vH3N1ryTAWhDZJyEPRcUFSzgLaVExx2okEBd/ltO2OL1O/fUuFZGFwoyYR7fswDJjHCCgtOeZB0nM97E4dOMUzSqZOD3g0AsfMW4XzWsU+s7FVsKyqXaqkxK6W7RIuaiVFHi3QcMz33iAksU8DRThI2S1akeonIBQjnE5zvVjSCMgYhrSraQA+lf1k9sIUH2tlgL1Q6AoUnqnfJxLwpZz4ru70QY3kby8V//K6sfJq/YQFUaxoQOaLvJhjFeI0DzxgghLFJ5oAEUzfiskIBBClU8vpEL4+xf+Tll0oVgqV63K+frGII4sO0RE6QUVURXV0hRqoiQi6Qw/oCT0b98aj8WK8zlszxmJmH/2A8fYJpdCW/g==</latexit>

ba, c↵



Example RL run for bi-cubic (actor-critic): rB = 6, rC = 2 ! #states ⇠ 1016

<latexit sha1_base64="CyCGGWcOU7jbMa4GD+QtFvAWag0=">AAACKHicbVDLSgMxFM34tr6qLt0Ei+BCyoz4AhVFNy4VrAqdOtxJ0zaYTMbkjlqGfo4bf8WNiCJu/RLT2oWvAxdOzrmX3HviVAqLvv/uDQwODY+Mjo0XJianpmeKs3NnVmeG8QrTUpuLGCyXIuEVFCj5RWo4qFjy8/jqsOuf33BjhU5OsZ3ymoJmIhqCATopKu6Z6GB3YyXcpiY63F0NrzOoh0Y0WwjG6Nvem4alUMX6LrcIyG0ntELRwL/Mg41OVCz5Zb8H+pcEfVIifRxHxeewrlmmeIJMgrXVwE+xloNBwSTvFMLM8hTYFTR51dEEFLe1vHdohy45pU4b2rhKkPbU7xM5KGvbKnadCrBlf3td8T+vmmFjq5aLJM2QJ+zro0YmKWraTY3WheEMZdsRYEa4XSlrgQGGLtuCCyH4ffJfcrZaDtbK6ydrpf2dfhxjZIEskmUSkE2yT47IMakQRu7JI3khr96D9+S9ee9frQNef2ae/ID38QnYTqXi</latexit>
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Figure 6: Training metrics for the bicubic monad environment with (rB, rC) = (6, 2).

dimension is d0 = h(rB + rC � 1), the number of independent entries in a state (B,C) subject to
the contraint c1(B) = c1(C), and the output dimension is d1 = 2h(rB + rC), the size of the action
space. For the network width we have chosen d = 64. We use the ADAM optimiser with a learning
rate of 1/3500. The maximal episode length is tmax = 32, batch sizes are 64 and the discount factor
is set to � = 0.98 for REINFORCE and to � = 0.6 for actor-critic.

4.2 Results on the bicubic with (rB, rC) = (6, 2)

Our first example is for the bicubic CY with ranks (rB, rC) = (6, 2) and entries in the range

�3 = bmin  bki  bmax = 5 , 0 = cmin  cka  cmax = 5 , (4.4)

which amounts to an environment with about 1014 states. This is already quite sizeable and, given
that monad bundles do not allow for simplifications such as checks carried out for each line bundle,
a systematic scan of this environment is not feasible. Moreover, terminal states are very rare; for
instance, by randomly sampling 109 models, no terminal state are typically found.

In the following we present the results we have obtained with the actor-critic algorithm but
results for REINFORCE are, in fact, quite similar. The measurements taken during 40000 rounds
of training (about an hour on a single CPU) are shown in Fig. 6. The most impressive indicator is
Fig. 6(f) which shows the fraction of terminal episodes. At about 30000 rounds this fraction quickly
rises to a value close to 1, showing that every starting state is guided to a terminal state and it
turns out that this happens within 19 steps on average. We note that this is achieved by sampling
only a tiny fraction of about ⇠ 10�8 of the environment’s states. During training a few hundred
terminal states are found (see Fig. 6(e)). After removing redundancies due to the symmetry (4.3)
this number reduces to 59 terminal states.

The trained network can be used to search for further terminal states. Running about 1000
episodes from random starting points and guided by the trained network two more terminal states
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Training: about 1h on a single CPU

Results: O(500) candidate models -> 18 new models with SM spectrum



(M. Larfors, AL, F. Ruehle, R. Schneider, 2211.010436, 2205.13408)
Example 3: Ricci-flat CY metrics from ML

ML approach:

•  Generate point sample                    , on CY    (self-supervised learning)  (xi), i = 1, . . . , N

<latexit sha1_base64="X6kcjwV1Ps1m3/6WLDsBZcKBCU0=">AAAB/nicbVDLSsNAFJ3UV62vqLhyM1iECqUkUlEQoeDGlVSwD2hCmEwm7dBJJsxMxBIK/oobF4q49Tvc+TdO2yy09cCFwzn3cu89fsKoVJb1bRSWlldW14rrpY3Nre0dc3evLXkqMGlhzrjo+kgSRmPSUlQx0k0EQZHPSMcfXk/8zgMRkvL4Xo0S4kaoH9OQYqS05JkHlUePnlSdS3plVx0WcCVh9dYzy1bNmgIuEjsnZZCj6ZlfTsBxGpFYYYak7NlWotwMCUUxI+OSk0qSIDxEfdLTNEYRkW42PX8Mj7USwJALXbGCU/X3RIYiKUeRrzsjpAZy3puI/3m9VIUXbkbjJFUkxrNFYcqg4nCSBQyoIFixkSYIC6pvhXiABMJKJ1bSIdjzLy+S9mnNrtfO7urlRiOPowgOwRGoABucgwa4AU3QAhhk4Bm8gjfjyXgx3o2PWWvByGf2wR8Ynz+U6JP2</latexit>

X

<latexit sha1_base64="GjYFSp1MPd6BbJ8k56Hr5olv3Fk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseCF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1Fip2R2UK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAmelfqoxoWxCR9izVNIItZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQyxe2thI2poszYbEo2BG/15XXSvqp6tep1s1ap1/M4inAG53AJHtxAHe6hAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8/kDt7eM4g==</latexit>

•  Use fully-connected NN F✓

<latexit sha1_base64="PRXizAEywjo39Tnpn99fuMbNA8I=">AAAB73icbVBNS8NAEN3Ur1q/qh69LBbBU0mkoseCIB4r2A9oQ9lsJ+3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4W19Y3NreJ2aWd3b/+gfHjUMnGqOTR5LGPdCZgBKRQ0UaCETqKBRYGEdjC+mfntJ9BGxOoBJwn4ERsqEQrO0Eqd234PR4CsX664VXcOukq8nFRIjka//NUbxDyNQCGXzJiu5yboZ0yj4BKmpV5qIGF8zIbQtVSxCIyfze+d0jOrDGgYa1sK6Vz9PZGxyJhJFNjOiOHILHsz8T+vm2J47WdCJSmC4otFYSopxnT2PB0IDRzlxBLGtbC3Uj5imnG0EZVsCN7yy6ukdVH1atXL+1qlXs/jKJITckrOiUeuSJ3ckQZpEk4keSav5M15dF6cd+dj0Vpw8plj8gfO5w/uGo/n</latexit>

•  Loss function L(✓) = 1

N

X

i

|Ricci(g(xi))|2 + · · ·

<latexit sha1_base64="wlXKz6x07WFTfuYNfXQmkTTjkNg=">AAACInicbVBNS8NAEN3U7/pV9ehlsQgtQklKRT0IBS8eRFSsFpoaNttNu3Q3CbsTscT8Fi/+FS8eFPUk+GPc1h78ejDweG+GmXl+LLgG2363chOTU9Mzs3P5+YXFpeXCyuqFjhJFWYNGIlJNn2gmeMgawEGwZqwYkb5gl37/YOhfXjOleRSewyBmbUm6IQ84JWAkr7B3VHKhx4CU991AEZo6WXqcuTqRHr9NXSXxGaeUZ6Vu6cbj5fLtVXXLpZ0ItFco2hV7BPyXOGNSRGOceIVXtxPRRLIQqCBatxw7hnZKFHAqWJZ3E81iQvuky1qGhkQy3U5HL2Z40ygdHETKVAh4pH6fSInUeiB90ykJ9PRvbyj+57USCHbbKQ/jBFhIvxYFicAQ4WFeuMMVoyAGhhCquLkV0x4xSYFJNW9CcH6//JdcVCtOrbJ9WivW6+M4ZtE62kAl5KAdVEeH6AQ1EEV36AE9oWfr3nq0Xqy3r9acNZ5ZQz9gfXwCvE2jyQ==</latexit>

•  Perform gradient descent

Not a single Ricci-flat metric on (compact, three-fold) CY known analytically -> 
numerical methods

First consider lattice methods: (20 points/dim)6 = 6.4⇥ 107 points

<latexit sha1_base64="/MvKarURG0WxNhVI0SzKyBq1jdQ=">AAACHnicbVDJSgNBFOxxjXGLevTSGIR4iTMSEy9CwIvHCGaBbPR0OrGxl6H7jRiGfIkXf8WLB0UET/o3dpaDUQsaiqp6vH4VRoJb8P0vb2FxaXllNbWWXt/Y3NrO7OzWrI4NZVWqhTaNkFgmuGJV4CBYIzKMyFCwenh7Mfbrd8xYrtU1DCPWlmSgeJ9TAk7qZk5zJ35Lhvo+wZHmCuxxj8vRUad4XswXWsAlszjwO6W5zKibyfp5fwL8lwQzkkUzVLqZj1ZP01gyBVQQa5uBH0E7IQY4FWyUbsWWRYTekgFrOqqI29tOJueN8KFTerivjXsK8ET9OZEQae1Qhi4pCdzY395Y/M9rxtA/aydcRTEwRaeL+rHAoPG4K9zjhlEQQ0cINdz9FdMbYggF12jalRD8PvkvqZ3kg0L+9KqQLZdndaTQPjpAORSgEiqjS1RBVUTRA3pCL+jVe/SevTfvfRpd8GYze2gO3uc3U8mhag==</latexit>



(3 hidden layer, width 64, GELU activation, 100000 points each, Adam optimiser)
Training
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Final loss versus asymmetry

Figure 2: Bi-cubic training curves for the seven choices of Kähler parameters in Table 2. The last plot
represents the final loss, obtained by averaging over the last 10 epochs, as a function of t2/t1

(orange: LKclass, blue: 4⇥ LMA, both on training data, light-blue: 4⇥ � measure on validation data).

5.2.2 Point sampling and training with �-model

For each of the seven choices of Kähler parameters in Table 2, we have generated a training (validation)
set of 100, 000 (10, 000) points on the bi-cubic, using the Mathematica point generator of the cymetric
package. For the �-model and a neural network with width 64, depth 3, GELU activation functions and
initialization with N (0, 0.01), training has been carried out for 100 epochs, using the Adam optimizer
with a batch size of 64 and a learning rate of 1/1000. Training has been completed on a CPU of a
standard laptop in about three hours, for each of the seven choices of Kähler parameters.

The only two relevant contributions to the loss are the Monge-Ampère loss and the Kähler class loss
which are shown, together with the � error measure in Fig. 2. Evidently, training is e�cient and
successful for all seven cases. The last plot in Fig. 2 shows the final MA and Kclass loss, obtained by
averaging over the last 10 epochs, as a function of the modulus ratio t

2
/t

1, which can be seen as a
measure of the asymmetry of the manifold. There is a clear tendency for the final loss to increase with
increasing asymmetry, a behavior which is intuitively expected.
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What can we do with the Ricci-flat metric?  -> Yukawa couplings 
(A. Constantin, K. Fraser-Taliente, T. Harvey, AL, B. Ovrut 2402.01615)

3

SU(5)-gauge symmetry is broken to the Standard Model
gauge group by specifying a discrete Wilson line with
structure group � = Z2 ⇥Z2. The model is free of gauge
and gravitational anomalies (by a suitable choice of a
five-brane or hidden bundle) and whatever remains from
the second E8 gauge group at low energy is ‘hidden’, in
the sense that all observable fields are uncharged under
it. It is also supersymmetric along the locus where all
Kähler moduli take the same value, that is,

t := t1 = t2 = t3 = t4 . (II.3)

The particle content is that of the MSSM, plus a number
of singlet fields uncharged under the SM gauge group.
These fields are decorated with U(1) charges and given by

2Q2, 2U2, 2E2 $ L2 Q5, U5, E5 $ L5

2D2,5, 2L2,5 $ L4 ⌦ L5 D2,4, L2,4 $ L2 ⌦ L4

H
d
2,5 $ L2 ⌦ L5 H

u
2,5 $ L

⇤
2
⌦ L

⇤
5

3S2,4 $ L2 ⌦ L
⇤
4

12 other singlets
(II.4)

The subscripts label the U(1) symmetries under which
the particles carry charge 1, while being uncharged un-
der all other U(1) symmetries. The exceptions are H

u
2,5,

whose only non-zero charges are �1 under the second and
fifth U(1) symmetry, and S2,4 with charge +1 under the
second symmetry and charge �1 under the fourth2. The
fields are in one-to-one correspondence with certain har-
monic bundle-valued one-form on specific line bundles,
which have been indicated in Eq. (II.4).

The U(1) symmetries enforce the vanishing of down-
quark and lepton Yukawa matrices at the perturbative
level; for a realistic model, they would have to be gener-
ated non-perturbatively. Writing the left-handed quarks
as (Qi) = (Q1

2
, Q

2

2
, Q5), the right-handed up-quarks as

(U i) = (U1

2
, U

2

2
, U5) and the up-Higgs as H

u = H
u
2,5, the

holomorphic up-quark Yukawa couplings are of the form

Wu = Y
u
ijH

u
Q

i
U

j
, (II.5)

where i, j = 1, 2, 3 label the three quark families. The
U(1) symmetries enforce a specific structure of the up-
Yukawa matrix given by

Y
u =

0

@
0 0 �1

0 0 �2

�3 �4 0

1

A . (II.6)

Its entries �1, ..,�4 are quasi-topological and can be com-
puted using differential geometric techniques, as detailed
in Refs. [21–23] 3. For completeness, we note that the
full perturbative superpotential is

W = Wu + ⇢↵iS
↵
2,4L

i
4,5H

u
2,5, (II.7)

2
Note that the up and down Higgs triplets have been projected

out by the Z2 ⇥ Z2 quotient and the inclusion of the Wilson line.
3
Unfortunately, there appears to be a mistake in the calculation

carried out in Ref. [21] of the holomorphic Yukawa couplings for

this model, due to a missed boundary term, an issue which we

correct in the present paper.

where the index ↵ = 1, 2, 3 labels the three singlets S2,4

present in the spectrum. These are interpreted as right-
handed neutrinos.

The part of the Kähler potential relevant for the calcu-
lation of the physical up-Yukawa couplings has the form

K = K
Q
ijQ

i
Q̄

j +K
u
ijU

i
Ū

j + kH
u
H̄

u
,

and U(1)-invariance dictates the following structure for
the Kähler metrics:

K
Q = V

� 1
3

0

@
0
0

0 0 k
Q

K
Q

1

A, K
u = V

� 1
3

0

@
0
0

0 0 k
u

K
u

1

A. (II.8)

The factor V�1/3 captures the full Kähler moduli depen-
dence in this model due to Eq. (II.3). This means the
complex 2⇥ 2 matrices K

Q, Ku and the real numbers k,
k
Q, ku in Eq. (II.8) are Kähler moduli independent, but

they still depend on complex structure. After bringing
the resulting kinetic terms into canonical form, one finds
the physical up-Yukawa matrix

Y
u
phys

=

0

@
0 0 a1

0 0 a2

b1 b2 0

1

A

✓
a1

a2

◆
=

e
��

p
kku

PQ

✓
�1

�2

◆
,

✓
b1

b2

◆
=

e
��

p

kkQ
Pu

✓
�3

�4

◆
,

(II.9)
where � is the dilaton, and PQ and Pu are 2 ⇥ 2 diago-
nalising matrices satisfying

PQK
Q
P

†
Q = 2 , PuK

u
P

†
u = 2 . (II.10)

Note that the volume dependence of the physical Yukawa
couplings drops out due to the additional factor of
e
��

/
p
V which arises from the exp(K/2) prefactor to

the Yukawa couplings in the component supergravity La-
grangian.4 Finally, the up-quark masses are

(m1,m2,m3) = |hH
u
i|e

��

 
0,

����PQ

✓
�1

�2

◆����
p
kku
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����Pu

✓
�3

�4

◆����
p

kkQ

!
.

(II.11)
A number of comments are in order at this point. Firstly,
in this model, the holomorphic up-quark Yukawa ma-
trix (II.6) on its own cannot lead to a non-zero mass
for the first generation due to its reduced rank. A non-
zero up-quark mass would have to be generated non-
perturbatively. Secondly, a potential split between the
second and third generation up-quark masses can be in-
duced by the structure of the holomorphic up-Yukawa

4
Note that this is a general feature. The physical Yukawa cou-

plings in heterotic theories are independent of the overall CY vol-

ume modulus.
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full perturbative superpotential is

W = Wu + ⇢↵iS
↵
2,4L

i
4,5H

u
2,5, (II.7)

2
Note that the up and down Higgs triplets have been projected

out by the Z2 ⇥ Z2 quotient and the inclusion of the Wilson line.
3
Unfortunately, there appears to be a mistake in the calculation

carried out in Ref. [21] of the holomorphic Yukawa couplings for

this model, due to a missed boundary term, an issue which we

correct in the present paper.

where the index ↵ = 1, 2, 3 labels the three singlets S2,4

present in the spectrum. These are interpreted as right-
handed neutrinos.

The part of the Kähler potential relevant for the calcu-
lation of the physical up-Yukawa couplings has the form

K = K
Q
ijQ

i
Q̄

j +K
u
ijU

i
Ū

j + kH
u
H̄

u
,

and U(1)-invariance dictates the following structure for
the Kähler metrics:

K
Q = V

� 1
3

0

@
0
0

0 0 k
Q

K
Q

1

A, K
u = V

� 1
3

0

@
0
0

0 0 k
u

K
u

1

A. (II.8)

The factor V�1/3 captures the full Kähler moduli depen-
dence in this model due to Eq. (II.3). This means the
complex 2⇥ 2 matrices K

Q, Ku and the real numbers k,
k
Q, ku in Eq. (II.8) are Kähler moduli independent, but

they still depend on complex structure. After bringing
the resulting kinetic terms into canonical form, one finds
the physical up-Yukawa matrix

Y
u
phys

=

0

@
0 0 a1

0 0 a2

b1 b2 0

1

A

✓
a1

a2

◆
=

e
��

p
kku

PQ

✓
�1

�2

◆
,

✓
b1

b2

◆
=

e
��

p

kkQ
Pu

✓
�3

�4

◆
,

(II.9)
where � is the dilaton, and PQ and Pu are 2 ⇥ 2 diago-
nalising matrices satisfying

PQK
Q
P

†
Q = 2 , PuK

u
P

†
u = 2 . (II.10)

Note that the volume dependence of the physical Yukawa
couplings drops out due to the additional factor of
e
��

/
p
V which arises from the exp(K/2) prefactor to

the Yukawa couplings in the component supergravity La-
grangian.4 Finally, the up-quark masses are

(m1,m2,m3) = |hH
u
i|e

��

 
0,

����PQ

✓
�1

�2

◆����
p
kku

,

����Pu

✓
�3

�4

◆����
p

kkQ

!
.

(II.11)
A number of comments are in order at this point. Firstly,
in this model, the holomorphic up-quark Yukawa ma-
trix (II.6) on its own cannot lead to a non-zero mass
for the first generation due to its reduced rank. A non-
zero up-quark mass would have to be generated non-
perturbatively. Secondly, a potential split between the
second and third generation up-quark masses can be in-
duced by the structure of the holomorphic up-Yukawa

4
Note that this is a general feature. The physical Yukawa cou-

plings in heterotic theories are independent of the overall CY vol-

ume modulus.

For example, up-quark Yukawa couplings:

holomorphic Yukawa couplings,

quasi-topological

field space metric (``wave fct. normalisation”),

calculation requires Ricci-flat metric etc.

physical Yukawa couplings

First full computation for a quasi-realistic string model, using ML: 9

trained

reference

canonical

0 1 2 3 4 5 6
0.000

0.005

0.010

0.015

ψ

M
as
s/(
e-

ϕ
|〈
H
u 〉
|)

Figure 7. Plot of the (degenerate) top/charm mass in units of
e
��|hHui| for the defining polynomial (III.8) with  0 = 2, as a

function of the complex structure modulus  . The black curve
corresponds to the full neural network calculation, whilst the
red curve gives the masses computed with the reference met-
rics and differential forms. The blue curve shows the mass for
canonical kinetic terms, obtained by setting KQ = Ku = I2
and k

u = k
Q = k = 1 in Eq. (II.8). Comparison of the

blue and black curve demonstrates the importance of includ-
ing the field normalisations. Error bars are statistical, and
average five independent calculations.

(5) Finally, inserting these quantities into Eqs. (II.9),
(II.10) and (II.11), we determine the physical up
Yukawa couplings and up-quark masses.

The above calculation is performed in three modes. Ini-
tially, we carry out a quick calculation with the analytic
reference quantities, that is, we set � and all � and �

to zero. In this case, no neural networks need to be
trained—the above first three steps are trivial—but the
integrals still need to be carried out numerically. For
comparison, we also calculate the masses which arise if
one assumes canonical kinetic terms5, that is, by setting
K

Q = K
u = I2 and k

u = k
Q = k = 1 in Eq. (II.8). Fi-

nally, the results are then compared with the full calcu-
lation carried out by following all of the above five steps.
In this case, a total of 11 neural networks are trained to
obtain the correct quantities �, � and �.

The final result for the up-quark mass is shown in Fig-
ure 7, with the black curve showing the full calculation,
the red curve the calculation based on the reference met-
rics and forms, and the blue curve the calculation with
canonical kinetic terms. Due to the enhanced symme-
try of the one-parameter family (III.8), the two non-zero
masses are forced to be identical and, within numerical
errors, this is confirmed by our results. This is the rea-
son for why Figure 7 shows results for only a single mass.
Some further remarks are in order. First, the physical

5
Note that with this definition ‘canonical kinetic terms’, the

physical Yukawa couplings remain independent of the overall Käh-

ler modulus.

mass has a significant dependence on complex structure
(black curve). Secondly, comparison of the blue and black
curves shows that taking into account the field normalisa-
tion has a significant effect. Finally, the calculation using
the reference quantities (red curve) leads to a reasonable
approximation, significantly better than the one based
on assuming a canonical Kähler metric (blue curve).

Can the degeneracy between the two non-zero masses
be lifted if we move away from the one-parameter fam-
ily (III.8) of complex structures? To show that this is
indeed possible, we consider the new defining polyno-
mial in Eq. (III.9). This point in moduli space was se-
lected by randomly generating 5 polynomials with the
Z2⇥Z2 symmetry and integer coefficients between 0 and
100 and then taking the example with the largest mass
ratio. As before, we carry out the calculation in three
modes, that is, we perform the full calculation leading
to up-quark masses (mi), the calculation with reference
quantities leading to masses (m(ref)

i ) and the calculation
with canonical kinetic terms with masses (m(can)

i ). The
results are

(m1,m2,m3) ⇡ e
��

|hH
u
i| (0, 0.009, 0.016) ,

(m(ref)

1
,m

(ref)

2
,m

(ref)

3
) ⇡ e

��
|hH

u
i| (0, 0.007, 0.013) ,

(m(can)

1
,m

(can)

2
,m

(can)

3
) ⇡ e

��
|hH

u
i| (0, 0.004, 0.008) .

(IV.1)
This, as expected, lifts the degeneracy between the two
non-zero masses. The results lend further evidence to
the claim that reference quantities serve as a better ap-
proximation than canonical kinetic terms. However, the
larger of the two masses is still too small to account for
the top mass and the split is not sufficient to explain
the top to charm mass ratio. It is reasonable to expect
that a more systematic exploration of the 20-parameter
complex structure moduli space leads to masses which
are more phenomenologically acceptable. This will be
investigated in future work [67].

V. CONCLUSION

In this paper, we have presented the first calculation
of physical Yukawa couplings in a heterotic string model
compactified on a CY manifold with non-standard em-
bedding. In particular, we have calculated the physical
up-quark Yukawa couplings and resulting masses. There
are two main parts to our methodology. First, we have
introduced analytic ‘reference’ expressions for all relevant
quantities which are contained in the right cohomology
classes. Specifically, we have used the restricted ambient
Fubini-Study metric as the reference CY metric, the re-
striction of the standard line bundle metrics on projective
spaces as bundle reference metrics and certain restricted
ambient bundle-valued forms as reference forms to repre-
sent the matters fields. In a second step, we have added
exact terms to these reference quantities. For these we
have determined numerical solutions using neural net-



Conclusion

• ML techniques can be useful in string theory: 
 - supervised learning of math. data sets -> conjecture generating 
 - heuristic model searches in string landscape -> RL, GAs, . . . 
 - solving non-linear diff. eqs. om manifolds -> self-supervised

• Distant dream: Data science techniques will allow us to explore 
 the entire string landscape.

• Any implications for machine learning?

Thanks!


